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Artificial Intelligence and Dubbing: A Literature Review of the Current and 

Possible Future Capabilities of AI in Film and Television Dubbing 
 

There are few translation tasks as complex and multi-modal as dubbing. A 
successful dub requires the coordination of a team of translators, directors, voice 
actors, and sound engineers exercising attention on an array of interdependent 
elements of an audiovisual medium in order to transfer these into a different language 
and cultural context. These elements must be carefully balanced, as they restrict one 
another while simultaneously contributing to the audience’s experience of the 
finished dub in unique ways. The intricacy of this process renders dubbing a task far 
beyond the capabilities of simple machine translation (MT). 

Nevertheless, as artificial intelligence (AI) continues to garner a significant 
amount of interest from scientific circles and commercial entities, efforts are being 
made to adapt the technology for application in dubbing in order to expedite and 
reduce the cost of what is typically a fairly lengthy and expensive process. Many 
professionals in language services are well aware of the AI wave that has crashed 
upon the industry in recent years and may be concerned for the security of their 
careers, with ever more language-centric, AI-powered solutions threatening to replace 
human labor. Furthermore, for language service professionals without backgrounds in 
disciplines such as computer science or machine learning, or who simply have not 
interfaced with much of the relevant scientific literature, the exact capabilities and 
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limitations of AI in these contexts are somewhat unclear. Professionals involved in 
complex translation tasks such as dubbing therefore find themselves threatened by an 
entity which is not easily understood, increasing anxieties about how AI will impact 
the near future of dubbing. 

This work seeks to address those concerns by summarizing conclusions drawn 
from an intensive review of contemporary scientific literature on the subject of AI-
driven automatic dubbing conducted in 2024. This literature review entailed critical 
analysis of research methodology and synthesized findings and trends across various 
works in order to provide a clearer illustration of the current capabilities and 
limitations of AI in dubbing, and to offer insight into what consequences these may 
have for human involvement in dubbing.  

A total of 22 scientific works which presented technology either possessing 
high potential to be incorporated into automatic dubbing or technology which was 
expressly designed for that task were evaluated in the literature review. These 
technologies included dubbing corpora intended for training end-to-end automatic 
dubbing models, isochrony-aware MT models, expressive text-to-speech models, 
visual dubbing models (i.e., AI models designed to edit mouth movements in target 
video content to better match target audio), and more. Literature for the review was 
selected primarily on the basis of three criteria: Firstly, only contemporary literature 
was to be included in the review. Most works included were published no earlier than 
2022. Second, the reviewed literature was required to be scientific, meaning that no 
commercial models were evaluated, and that the works presented data and findings 
from scientific research rather than simply promoting a proposed automatic dubbing 
solution. Finally, literature was selected which presented research and proposed AI 
solutions specifically in the field of automatic dubbing. Literature exploring the 
capabilities of generalized MT, for example, was excluded from the review. 

It was found in the review of the selected works that state-of-the-art automatic 
dubbing solutions generate dubs which adhere well to constraints of isochrony, and 
possess some unique capabilities such as cloning source speaker vocal qualities and 
modifying target video lip movements to match spoken dialogue, but struggle with 
translation quality under dubbing constraints, as well as with synthesizing vocal 
performances which are found equal or better in quality compared to human vocal 
performances. 

Test sets and evaluation parameters in the reviewed literature were found to 
share certain commonalities that indicate a problem of assessing the potential 
effectiveness of their proposed automatic dubbing solutions in the case of dubbing 
primarily narrative-driven media such as film, television, animation, and video 
games.  Almost all of the audiovisual content used in test sets tends toward a similar 
profile. These test sets typically use source video featuring a single active speaker in 
frame at a time, a mostly, if not completely, static camera and background, and 
audiovisual content which remains limited to educational, informative, or otherwise 
non-narrative material, such as interviews, speeches, and lectures (see, for example, 
Sahipjohn et al., 2024 and Virkar et al., 2022). 

While evaluating automatic dubbing solutions on audiovisual content of this 
profile may provide some insight into their basic functionality, it does not test their 
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robustness and the upper limits of their capabilities when presented with audiovisual 
content that does not adhere to a clean and fairly uniform template. Film, television, 
video games, and animation frequently feature multiple characters on-screen 
simultaneously, and instances of simultaneous or overlapping speech are not 
uncommon. It is unclear based on the results of evaluations using such test sets 
whether any automatic speech recognition systems utilized would still interpret 
dialogue accurately and be able to assign the correct dialogue to the correct character, 
for example. Likewise, a completely static camera and background is far from 
standard in the media mentioned above. Action sequences in films that feature highly 
dynamic shots and movement from the onscreen actors may prove particularly 
problematic for visual dubbing solutions which have only been tested on audiovisual 
content with mostly consistent and fixed camerawork and backgrounds, for instance. 
Synthesized speech may be not only acceptable to audiences, but completely 
indiscernible from natural human speech in an automatically dubbed lecture or 
instructional video. However, whether a high caliber acting performance in a 
television drama will be as well-received in its automatically dubbed version as it 
would be in a professionally dubbed version featuring a human voice actor remains 
widely unexplored. 

Subjective evaluations in the reviewed literature also tended to include fairly 
few participants. No study was found to survey more than 50 participants, with the 
majority of studies hovering closer to approximately 20 participants. It is 
questionable whether such sample sizes are sufficient to reflect how the material 
presented would generally be received by a much larger audience.  

Perhaps the most pervasive trend observed in the reviewed literature was the 
lack of evaluation against a human-produced standard. Of all reviewed works, only 5 
(Parada-Cabaleiro et al., 2023, Kim et al., 2019, Swiatkowski et al., 2023a & 2023b, 
Saboo & Baumann, 2019) were found to include a human-produced dub (or other 
form of human-produced content) in their evaluation for comparison, and none of 
them yielded data which reflected superior performance of AI-driven automatic 
dubbing over human dubbing. Considering the observed lack of automatic dubbing 
literature that evaluates proposed solutions against a human standard, it seems 
apparent that automatic dubbing research has yet to produce any verifiable evidence 
to support the claim that automatic dubbing is a viable replacement for professional 
human dubbing. 

Perhaps the most apparent hindrance to automatic dubbing within the observed 
literature is the massive amount of training data needed, not only to improve overall 
quality and performance, but simply to equip AI models with the basic information 
necessary to carry out the tasks they are designed for. As of the completion of the 
literature review, the only notable corpora compiled specifically for automatic 
dubbing were the Heroes corpus (Öktem et al., 2018) and Anim-400K (Cai et al., 
2024). The amount of data in the Heroes corpus was deemed by multiple researchers 
to be “far too little to train an NMT model on,” (Saboo & Baumann, 2019, p. 4) and 
Anim-400K, being a fairly recent corpus, remains underutilized in automatic dubbing 
research, though the homogeneity of the corpus with regard to medium, style, and 
language pair could potentially prove problematic for application in AI-driven 
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dubbing systems (Anim-400K consists exclusively of Japanese Anime dubbed in 
Japanese and English). Because of the lack of dedicated corpora and the difficulty in 
acquiring appropriate training data due to not only the scale of what is needed but 
also legal protections of intellectual property, researchers in automatic dubbing face a 
considerable hindrance without an immediately apparent circumvention. 

While a full replacement of human dubbing with automatic dubbing therefore 
seems unlikely in the near future, there may be potential for an integration of AI-
driven automatic dubbing technology into human dubbing in order to accelerate and 
optimize the process. Aside from more obvious use cases, such as MT for generating 
rough translations for post-editing, certain automatic dubbing technology possesses 
unique capabilities which do not directly correlate with any of the tasks of the typical 
human dubbing process. Perhaps most exemplary of this is visual dubbing. Visual 
dubbing models provide a unique means of improving phonetic synchrony by 
adjusting the target video to better complement the target audio; in the typical human 
dubbing process, the target video is not altered whatsoever. The implementation of 
visual dubbing into the human dubbing process could provide translators more 
leniency, particularly in instances where phonetic synchrony is of greater importance, 
such as closeup shots, and improve viewer experience by presenting a more 
convincing illusion of organic speech. 

Whether or not an AI-augmented dubbing process becomes more 
commonplace in entertainment industries, the results observed in the evaluations of 
automatic dubbing technology in the examined literature, as well as the general trends 
of the literature itself, indicate that human involvement in the dubbing process is still, 
and will likely continue to be, for the foreseeable future, essential to creating 
audiovisual translations of acceptable quality to most audiences. 

This work therefore asserts that AI-driven automatic dubbing is currently not a 
viable replacement for human dubbing, and likely will not be for the foreseeable 
future. While augmentation of the dubbing process by AI is a possibility, high-quality 
dubbing will require a primarily human-driven process. 
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